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Abstract. Substantial number of problems in artificial intelligence requires optimization. Increasing com-
plexity of the problems imposes several challenges on optimization algorithms. The algorithms must be fast,
computationally efficient, and scalable. Balance between convergence speed and computational complexity is
of central importance. Typical example is the task of training neural networks. Superlinear algorithms are
highly regarded for their speed-complexity ratio. With superlinear convergence rates and linear computational
complexity they are often the primary choice. Two first order superlinear algorithms are introduced. The algo-
rithms are computationally efficient, convergent, and theoretically justified. They are applied to several neural
network training tasks, practically evaluated, and compared to the relevant first order optimization techniques.
Results indicate superior performance.
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1 Introduction

The computational complexity of first order methods scales linearly with the problem size as opposed to
quadratic scaling of second order methods. First order methods provide first order convergence rates and zero
or linear memory requirements. The second order methods have quadratic both convergence rates and memory
requirements. Although quadratic convergence rates are faster than first order ones, the computational com-
plexity substantially outweighs the rates in terms of processing time on conventional computing architectures.
The fastest first order methods are superlinear. They are suitable for large scale optimization [1], [2].

Early theoretical results reported that the steepest descent with exact line search is globally convergent to a
stationary point. This motivated the approaches aimed at choosing the step length a(¥) close to the exact line
search values. Computational excess of these methods led to weakening the exact line search to the iterative
decrease of the objective function, E*) > E(*+1  Only the iterative descent property is insufficient since it
allows negligible reductions of E when the learning rate a¥) approaches zero values, o) — 0, and/or the
search direction s*) is nearly perpendicular to the gradient vector VE®*) . To avoid these occurrences, two
conditions on a®) have been proposed in the early optimization literature [3];

Ew® +a®s®)) < Bu®) + aPoVEW®) , (1)

E@w® +a®s®)) > Bu®) 4 o® (1 - ) VEW®) , (2)

where o € (0,0.5) is a fixed parameter. Conditions (1) and (2) work suitably well for quadratic functions. In
the case of non-quadratic E, the condition (2) may exclude the minimizing point of E(u® + o*)s(¥)) hence it
has been suggested to use the following condition instead (see [4]);

E@w® 4+ a®s®)) > svEw®) (3)

where § € (0,1) is a fixed parameter. This leads to more complicated convergence theorems [5]. A stronger
condition, replacing (3), has also been considered (see [6]);

Eu® + o sk < —sVEw®) . (4)

Polynomial interpolations to the individual residuals rather than to the overall objective function have been
observed to speed up the line search subproblem in nonlinear least squares [6]. This trend has been extensively



explored in machine learning. Initial approaches used heuristics to simplify the line search subproblem to a
single step calculation of the learning rate and/or momentum term [7]. Heuristics introduced in [8] propose

(k), c>1,if sgn(%) = Sgn(%ﬁ and bagk),

K]
b e (0,1), if sgn(%u_(k))) #+ sgn(%m). Another heuristic method suggests exponential rather than
linear increases/ decreases and no progreésion when oscillations occur [9]. Theoretically justified method for
modifying the learning rate was presented in [10]: set a(¥) = ¥~ if sgn(VE(u®)) = sgn(VE(u®*~1)) and
a® = 0.50F= 1 otherwise.

Stochastic gradient descent algorithms perform sub-gradient parameter adaptation for each pair [x,y] € T
(or subset of T') [11]. To satisfy the asymptotic convergence condition various adaptation strategies have been
introduced: a®) = 1/k (see [12]), or a'®) = %) /(1 + k) (see [13]). Inverse proportionality of the learning rate
a®) to a number of iterations k implies a*) — 0 when k grows large. This results in negligible reductions of the
objective function and slow convergence. Increasing the initial a(?) causes instability for small k. A variation
addressing these issues has been reported: a®) = (9 /[1 4 (k/7)] (see [14]).

Conjugate gradient methods form the search direction by conjugating the scaled gradient with the scaled
previous search direction [15]. This partially helps stabilizing the unwanted oscillatory behavior of the steepest
descent methods. Several previous search directions can be employed [16], however, this increases memory
requirements. Adaptability of the scaling factor of the previous search direction—the momentum term—improves
the convergence speed. In early optimization literature several adaptation strategies have been recommended
[17], [18]. Application of conjugate gradient methods to machine learning tasks produced additional heuristic
adaptation strategies of momentum term [19].

adapting a learning rate for a given weight u; by ca

1.1 Problem Formulation: Mapping and Training in MLP Networks

We start with rigorous formulation of mapping and training in three-layer MLP networks. They have been proven
to have universal approximation capabilities [20], i.e. an arbitrary functional dependency can be approximated
to an arbitrary level of accuracy by three-layer network with an appropriate number of nonlinear hidden units.
Sigmoidal type of nonlinearity is a popular choice [21].

Definition 1 (Mapping of a Three-Layer MLP Network)
A mapping F is said to be a mapping of a three-layer MLP network defined as follows.

F =FnooFru (.7:Z§RNI—>§RNO),

where Ny is the dimensionality of the input space and No is the dimensionality of the output space. Fro is an
affine mapping from Ny -dimensional subspace DN of RN# o RNo

Fro = (Fuos---»Fron,) i Fro:DN' — RNo
Ny

Fiib, =S waly, b
j=1

where f}gk is the output of the k-th hidden unit for the p-th training pattern, 0,, is the threshold value (6,, € R)
for the k-th output unit, wji, is the real valued weight connection connecting the j-th hidden unit with the k-th
output unit. Fry is nonlinear multidimensional mapping

Fin=foAmy (Fru: RN — DV,
Ny

=1 (et -,
i=1

where Oy, is the threshold value (th € R) for the j-th hidden unit, v;; is the real valued weight connection

connecting the i-th input unit with the j-th hidden unit, acz(-p) is the i-th coordinate of the p-th input vector

z®) | f stands for a multidimensional nonlinear sigmoidal transformation in which each dimension of its N -
dimensional domain vector is transformed by a sigmoidal transfer function f, (f: RNt — DN ) Arg is an
input-to-hidden affine submapping Arg : RNT — RN# [ |

Definition 2 (Training in MLP Networks)
Let T be a training set with cardinality Np,

T:{[ac,y“ace?)?NI/\ye%No} , |T|=Np,



where each pair [x,y] contains the input vector x of the dimensionality N, and the expected output vector y of
the dimensionality No. Let u denote a set of free system parameters of a network and the objective function E
be defined as follows,

Np No
E(u,T)=C- Z Z(fk(u,:c(p)) - y,gp))Q, where C is a constant. (5)
p=1k=1

Training in MLP networks is a process of minimization the objective function E,

arg min E(u,T) , (6)

given a finite number of samples [x,y] € T drawn from an arbitrary sample distribution. |

2 Superlinear First Order Algorithms

Optimization algorithms iteratively optimize the objective function. Starting from the initial point they generate
a sequence of points {u(’“) } in a parameter space of E that should converge to the point in a solution set. General
optimization scheme consists of the following stages:

e Initialization: determines the starting point of optimization and sets parameters specific to the used
algorithm.

e Progression: describes the iterative procedure for generating the sequence of points {u(k)}k.
e Termination: specifies when the algorithm stops — stopping criterion.

Progression is the central part of an algorithm. It specifies how the algorithm progresses from the point u(¥)
to the next point u**1 in the parameter space of the objective function. Line search methods move along
the line given by the search direction vector. The algorithm has to find the appropriate length of the progress,
so as to achieve the maximum decrease of the objective function (minimization case). Length of the progress
is controlled by the scaling factors: step length and/or momentum. Determining the suitable values of step
length and/or momentum in a single step considerably relaxes the computational complexity of the line search
subproblem.

Derivation of the presented algorithms utilizes the first order classification framework introduced in [22];
particularly, the algorithm descriptor:

[Au®ly - [[VE@®)|l,

AD = lim sup E(u) — B®)]

Substituting for Au(®) from the parameter update of a given optimization technique the expressions for iterative
updates of step length a(¥) and/or momentum %) imply. This approach results in novel first order steepest
descent and conjugate gradient methods: ALGORITHM 1 and ALGORITHM 2.

ALGORITHM 1 (Steepest Descent)

1. Set the initial parameters: u(®), a, and E(u*).

2. Calculate E(u(k)), evaluate the stopping criteria and then either terminate or proceed to the next step.
3. Calculate the gradient VE(u(®).
4. Calculate o
*) _ (k)
Wy _ . E@) = E(u™)| .
N TGN g

5. Update the system parameters as follows.

wFD = (k) _ (k) VE(u(k))
6. Set k =k + 1 and proceed to Step 2. -



ALGORITHM 2 (Conjugate Gradient)

1. Set the initial parameters: u(®), a, and E(u*).

2. Calculate E(u(k)), evaluate the stopping criteria and then either terminate or proceed to the next step.
3. Calculate the gradient VE(u(®).
4. Calculate o
(k)
w_ B 8
= B ¥
and )
(k) _ a - E(u*) 9
= T v R )
5. Update the system parameters as follows.
wFD — (k) _ (k) -VE(u(k)) + Bk . g(k=1)
6. Set k =k + 1 and proceed to Step 2. -

ALGORITHM 1 and ALGORITHM 2 have linear computational complexity O(Ng), where N is a number
of free parameters. ALGORITHM 1 is memoryless. ALGORITHM 2 has linear memory requirements O(Np)
resulting from the necessity of storing the previous search direction s(*~1). Despite the simplicity of the line
search subproblem, both ALGORITHM 1 and ALGORITHM 2 are convergent.

Theorem 1 (Convergence and Convergence Rates)

Let E be an objective function defined on the attractor basin L of the point u* with continuous first deriva-
tives. A sequence of points {u®}, generated by ALGORITHM 1 or ALGORITHM 2 from the initial point
u(®) € L converges to the terminal attractor u* (with respect to the negligible residual Rp>2), {u®}y — u*,
with superlinear convergence rates. ||

ALGORITHM 1 and ALGORITHM 2 are substantially more powerful, in terms of convergence speed,
than the standard steepest descent and conjugate gradient methods used in BP training techniques for MLP
neural networks. Higher flexibility of the step length and/or momentum term helps to determine the search
direction of the algorithms more appropriately, and considerably eliminates the unwanted oscillatory behavior.
Both ALGORITHM 1 and ALGORITHM 2 are capable of optimizing an objective function F with superlinear
convergence rates.

2.1 Local Minima Escape Capabilities

Dynamic update of step length and/or momentum term enables ALGORITHM 1 and 2 to escape from local
minima. The escape mechanism is based on the dramatic parameter update when ||V E(u®))||5 is close to zero
and objective function F is not approaching the expected value. Details and illustrative example are offered in
the following paragraphs.

First order necessary condition for extreme, whether local or global, is zero gradient vector VE = 0, and
thus also ||[VE|]2 = 0. As the algorithm converges to the optimum point, ||[VE(u(®)||y converges to zero,
IVE(u™)|]3 — 0. Recall the expression for adaptable step length o®) (7). It is inversely proportional to the
squared [y norm of the gradient. Thus, when the algorithm approaches the minimum, ||V E(u*)||? approaches
zero, ||VE(u®)||3 — 0. If error value E(u(®)) is not approaching expected value E(u*), the expression in the
numerator of (7) is nonzero, |E(u*) — E(u®)| # 0. This leads to large values of a'*) and dramatic parameter
update even for small coordinate values of gradient VE(u(®).

Similar phenomenon can be observed also in dynamics of adaptable momentum term 5 (9), providing
E(u*) # 0 and a # 0. Convergence of ||[VE(u®)||5 to zero during the convergence to the local minimum, and
nonzero numerator, a - F(u*) # 0, results in large values of 4*). Then the nonzero coordinates of the vector of
the previous search direction, s*~1, multiplied by large %) contribute to the dramatic parameter update.

The evidence of the local minima escape capabilities is illustratively demonstrated in Figure 1. ALGO-
RITHM 1 was applied to minimizing function E(x,y) = 2* — 2® + 1722 + 9y + y + 102. The function is
quadratic with respect to y and of the 4th order with respect to z. Function E(x,y) has two minima; one global
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Figure 1: Demonstration of local minima escape capabilities.

and one local. Upper chart of Figure 1 shows the position of local and global minima at the cutting plane y = 0.
The starting point of the optimization was [z,y] = [-5, —5] and parameter a was set to 1. In the first case,
the expected stopping function value was set to 55, E(u*) = 55. Progress of ALGORITHM 1, given the above
setting, is shown in bottom left contour plot of Figure 1. Since the expected functional value was the stopping
criterion, the algorithm stopped after 4 iterations reaching the value E(u*) < 55 in the local minimum. In the
second case, the expected functional value was set to 6. The optimization progress of the algorithm is shown
in bottom right contour plot of Figure 1. Starting from the point [—5, —5], the algorithm initially converged
to the local minimum. Small values of ||VE(u(®))|3 in the area around the local minimum, and discrepancy
|E(u®) — E(u*)|, led to large values of a¥) and dramatic parameter update. This caused the algorithm to
jump out of the local minimum and finally (after escaping from the local minimum) in a single step to reach
the appropriate value of E in the neighborhood of the global minimum.

3 Implementation Specifics

The presented algorithms incorporate the formulas for automatic adjustments of step length a(¥) and/or mo-
mentum term (%) containing the choice of a. The parameter a directly relates to the algorithm class AD. In
the absence of the exact algorithm class value it is possible to determine a approximately. Following derivation
relates to ALGORITHM 1.

Since ALGORITHM 1 is a modification of steepest descent technique it is reasonable to assume comparison
of ALGORITHM 1 to the steepest descent algorithm in order to determine a. Without neglecting the second
and higher order terms of Taylor expansion, R, >2, it follows for the standard steepest descent technique with
constant «,

. IVE@®)]3
1 — limsup |« . 10
| PN BG) — B®) + Rusal (1)
Then for ALGORITHM 1 the following is implied,
. @ |B(u) — Bl
1-1 . 11
‘ TIPIEW) — E@®) + Ros| )

ALGORITHM 1 has better convergence rates than the standard steepest descent technique with constant step



length o« if (11) < (10), that is,

lim sup o [B(u”) - Bu®)| > limsup o] - IVE@™)]3
IE( ") = E(u® )+Rn>2l [E(ur) = BE(u®) + Ry
a-|B(u) — Eu®)] IVEu®)]3

) > Jal- :

) —

a-|B) - B > ol [[VE@®)[3
IVE@®)[3

[E(ur) = E(u®)] -

The expression (12) is the necessary condition for a when ALGORITHM 1 is used. Then from a short pre-

training of the standard steepest descent with the constant step length a the parameter a can be determined
as a value satisfying (12) by simply taking the maximum of the pre-training sequence.

|E(U*

a > |af-

(12)

O
v | jag. AITEGHLE 13
k=1,...,.C, |E(u*) — E(u®)] |, _,

Parameter C), stands for a number of allowed pre-training cycles. Determination of the parameter a by (13)
is naturally more precise when C), grows large. Moving average, instead of the maximum, in (13) can also be
used. Analogously, it is possible to monitor a for various values of constant step length.

Another pertinent issue related to the presented algorithms is a choice of the value E(u*). Seemingly obvious
solution would be to assign E(u*) the value of the expected error. However, when the algorithm’s stopping
condition is a value of the expected error, then a*) converges to 0 as the algorithm approaches the expected
error value. This results in slow convergence in the final phase of optimization. The simple solution avoiding
this difficulty is setting E(u*) slightly lower than the value of the expected error. For certain classes of problems
E(u*) can be determined differently. For example, in the least square problems (whether linear or nonlinear)
the value of E(u*) can be determined from the boundness of the problem. Another solution is to implement
adaptable strategy for E(u*).

The universality and superlinear convergence of the proposed algorithms rely on the appropriate setting
of the parameters E(u*) and a. The exact values of the parameters in practice may be unknown. Though
the above mentioned procedures can be applied to approximate the parameters, it should be noted that the
theoretically obtained superlinear convergence no longer holds. However, even in such situation the algorithms
should perform substantially well.

4 Simulations

The introduced algorithms were compared to the relevant techniques within the same class, that is, the first
order methods and to the pseudo-second order method called Kick-Out [16]. Since both ALGORITHM 1 and
ALGORITHM 2 are first order methods, it would be unreasonable to compare them to the second order ones.
Kick-Out, however, utilizes the approximation of the second order information. It has been observed that
Kick-Out outperforms conventional learning algorithms and their variations.

The effectiveness of the algorithms is practically demonstrated on five tasks represented by the following
data sets: Lenses [23], Glass, Monks 1 [24], Monks 2 [24], and Monks 3 [24]. The presented algorithms were
applied to training various MLP networks to perform tasks given by five, the above mentioned, data sets. Neural
networks’ performance was optimized according to the mean square error. Stopping criterion was the value of
the expected error.

In the case of the Lenses data set [23], a neural network had configuration 4-3-1 with sigmoidal hidden units.
Expected error was set to 5- 1072, In the Glass problem, a network was configured as: 9-5-1 (sigmoidal hidden
units) and the expected error was equal to 0.35. Finally, for Monks 1, 2, and 3 problems [24] a neural network
structure was set as: 6-3-1 (sigmoidal hidden units), and the expected error was equal to 0.103. Network’s
weights were initialized randomly in the interval < —0.1,0.1 >, which corresponded to the steepest region of the
sigmoidal transfer function of the hidden units. ALGORITHM 1 and 2 used the value of E(u*) = 0 (implying
from the lower bound of the mean square error function E). The parameter a was equal to 1. In case network’s
error did not converge to the value less than or equal to the expected error within 20000 cycles, the training
process was terminated. It is interesting to note that additional stopping condition of maximum 20000 cycles
was practically applied only to the BP employing standard first order techniques. ALGORITHM 1 and 2 always
converged.

Outline of the experiments follows. First, the standard BP with the constant step length term « ranging
from 0.1 to 0.9 in 0.1 increments and Kick-Out algorithm were compared to ALGORITHM 1 (see Table 1).



AVERAGE
Task | Total

BP 11.1 5.58 3.68 | 3.58 | 4.05 5.28 3.99 3.96 1.79 4.78

Learning |0.1 02 | 03 | 04 | 05 | 06 | 0.7 | 08 | 09
Rate «

Lenses 54321 [ 236 | 201 | 173 | 221 | 256 | 178 | 1.67 | 1.21 || 2.08
BP § 641 | 908 | 642 | 488 | 393 | 327 | 281 | 247 | 2.23 || 4.61
Glass  —5¥ 235 1378 [ 321 | 21 | 158 | 1.32 [ 122 | L.19 | 1.1l || 1.98
Momks 1 PP | 769 [ 751 | 57 | 449 | 367 | 3.08 | 249 | 222 | 261 || 4.38 :

KO f 315 | 376 | 263 | 222 | 191 | 149 | 1.22 | 1.15 | 1.21 || 2.08
Monks 2 _BP | 954 [ 48 [7304 [ 234 | 188 | 138 | 12 | 123 | 104 | 2.93
KO 41 312 | 272 | 252 | 1.23 | 1.19 | 098 1.1 1.12 || 2.01 2.08
BP 72 | 658 | 437 | 32 | 266 | 278 | 29 | 371 | 1.64 || 3.89

KO 3.55 3.28 2.66 1.77 1.35 1.41 1.52 1.83 1.22 2.07

Monks 3

Table 1: Comparison between ALGORITHM 1, standard BP and Kick-Out (KO) on several data sets. Elements
of the table indicate how many times was ALGORITHM 1 faster than the standard BP and Kick-Out.

Momentum AVERAGE
Term 3 0.1 0.2 0.3 0.4 0.5 0.6 0.7 Task | Total

Lenses BPM [ 2.05 | 1.26 | 1.1l | 1.88 | 14.66 | 20.62 | 34.84 || 10.92
(o = 0.9) KO 15 | 111 | 1.03 | 1.25 | 531 | 572 | 6.11 || 3.15

Glass BPM | 224 | 2.14 | 1.96 | 1.85 | 1.70 | 1.61 | 1.43 || 1.85
(= 0.9) KO [ 131 | 13 | 124 | 1.36 | 1.28 | 1.13 | 101 || 1.23
Monks 1 BPM | 246 | 2.14 | 1.76 | 171 | 2.16 | 8.10 | 14.81 || 4.75 O
(o= 0.8) KO [ 132 | 126 | 121 | 1.17 | 133 | 2.21 | 3.15 || 1.66
Monks 2 BPM | 1.01 | 0.96 | 1.17 | 2.55 | 8.31 | 37.17 | 48.31 || 14.21
(o = 0.9) KO | 097 | 096 | 1.11 | 1.35 | 324 | 589 | 6.73 || 2.89

Monks 3 BPM 1.73 1.68 1.56 2.50 6.01 9.93 | 12.87 5.18
(¢ =0.9) KO 1.25 1.21 1.18 1.77 2.31 2.66 3.24 1.95

Table 2: Comparison of ALGORITHM 2, BPM and Kick-Out (KO) with learning rate setting corresponding
to the best obtained former results against ALGORITHM 1.

Remaining experiments were performed with the value of the step length (learning rate) corresponding to the
best results of BP and Kick-Out against ALGORITHM 1 (in Monks 1 case o = 0.8, and for all other data
sets @ = 0.9). The momentum term ranging from 0.1 to 0.7 in 0.1 increments was then added. Kick-Out
and BP with the momentum term and the best value of step length (denoted in further text as BPM) were
compared to ALGORITHM 2 (see results in Table 2). Kick-Out’s additional parameters were set as follows:
k = 0.0001, ¢ = 0.9 and 7 = 0.7. For a given setting of learning rate and momentum term the simulations
were run 10 times for different randomly initialized weights in the interval < —0.1,0.1 >. The values in Table 1
and 2 represent ten-run-averages. Convergence speed increase values in the tables indicate how many times the
proposed algorithms converged faster than BP, BPM and Kick-Out techniques. Criterion for comparison of the
convergence speed was the number of cycles required to decrease the mean square error £ of a neural network
below the value of the expected error.

It is clear, from Table 1 and 2 that the proposed algorithms converged substantially faster. ALGORITHM 1
was on the average over all five tasks approximately 4 times faster than BP and 2 times faster than Kick-Out.
Performance of ALGORITHM 2 indicated approximately 7 times faster convergence than BPM and 2 times
faster than Kick-Out. As previously mentioned, ALGORITHM 1 and 2 converged each time, whereas BP and
BPM for some initial setting of weights and parameters «, § could not achieve convergence even after 20000
cycles.

5 Conclusions

Two superlinear algorithms are presented. Algorithms feature automatically adjustable step length a*) and /or
momentum term 3%) in a single step calculation. The steepest descent ALGORITHM 1 adjusts only step length
a®) at each iteration of optimization procedure. It is memoryless with linear computational complexity O(Np),
where Ny is a number of free parameters in a system. The conjugate gradient ALGORITHM 2 dynamically
adjusts step length o and momentum term S*). Computational complexity and memory requirements



of ALGORITHM 2 are linear, O(Np). The proposed algorithms are capable of achieving the superlinear
convergence rates. They are convergent, computationally inexpensive, easily implementable, and in practice
very suitable for large scale optimization—whether in terms of data size or number of parameters. In cases where
amount of available memory plays inevitable role, ALGORITHM 1 is advantageous since it is memoryless.
Otherwise, due to the high flexibility of step length a*) and momentum term %), the preferred choice may
be ALGORITHM 2.

Practical validation of the presented algorithms was performed on five data sets: Lenses, Glass, Monks 1,
2 and 3. The algorithms were compared to the relevant first order line search optimization techniques: the
steepest descent, the conjugate gradient, and Kick-Out. Simulation results show satisfactory performance.
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